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Ranklng Problems in Practical Life

Introduction:

Rankingis. In
a Tootball fournament. cricket tournamen cic. ranking Is
probably the most sensalive issue. 5o, the ranking proce-
dure should be generally acceptable. Point sharing or
formal match worsly cfiect the tournament result in con-
versional ranking technifque and sometimes good teams
drop oui the tournament. The problem also present in
sensative tournament like world cup. Therelore, Any rank-
ing procedury will be more acceptable if It minimizes the
effect of those illicit policy ranking has wide area of
application. This technigue can also be used in praject
selection, product selection, music ranking etc.

A typical ranking problem

‘We will discuss somc commeon probicms related to
ranking with some remicdy. Lel us consider a typical
football tournament result, Team A, B, C. D, E and F
parictpate in the tournament, Their resull is as follows -

Table 1:

Result
o1
1-0
10
1-0
10
C a-1
B-D -0
BE 10
BF 10
cn 0-1
CE [
CF 10
D-E 01
D-F 1-0
E-F -1
Table-2
Team | Total win | Goal difference | Against | For | Points
A |4 3 1 4 |6
B |4 3 1 4 |6
c |2 -1 3 2 |4
o |2 -1 3 2 |4
E |2 -1 3 2 |4
Fon -3 4 E

For each win 2 points have been assigned. The question
iswhichonc is the champion team. both A and B have same
poinis 6. You may propose for an extra match between
Them, BuL there Is moe ha w0 téazns then what & the
solution. have toar mini
Let A be the champion and B be the 1st runners up then
who is the 2nd ranners up C. D or E. Team C.D and E all
getdp havetochoose
an eriterion. Mini it among them
may be a probable solution but not applicable always. For
example oul of 12 tcams G icams may get same points. To
rank Lhe 6 icams mini tournament i5 aranged among
them and 3 of them get same point and this process may
continue Lpto several steps. However it is possiblé to give
an acceplable result from the above table. B should be
declared as champion, not A because B defeat A, although
both get some points. Comparative study between Aand B
states Bis better. Similarly among C. Dand E . Eis the best,

D is 2nd and then C because E defeats both C. and D and
D defeats C. Therefore the sequence should be B. A. E. D.
Cand F which Is more acceptable and sattsfles all of them.
Other Similar Type of Problems :

Do you ever think about ranking procedure of some
complicated things to evalute like music. You feel better (o
answer the question “Is music M1 is better than music
M2?" than ranking several music at a time. Your answer
against the question for each set of pair (s nothing but a
tournament result. For example your answer for 6 music
M1, M2, M3, M4, M5, and MG may be as follows:

Table 3

Question Answers
Is M1 better than M27 No
is M1 better than M3? Yes
s M1 better than Md? Yes
Is M1 better than M5? Yes
Is M1 better than M&? Yes
Is M2 better than M37 No
Is M2 better than M4? Yes
Is M2 better than M5? Yes
15 M2 better than M6? Yes
15 M3 better than M4? No
15 M3 better than M5? Mo
I3 M3 better than M&? Yes
15 M4 better than M5? Mo
1s M4 better than MG? Yes
Is M5 better than M6? Na

Is Table 3 Similar to Table 17 Each music can be
«considered as a team and guestion is a match between two
tcam, Answer “Yes” Is a match result of 1-0 and "No s a
match result of 0-1. Now if you can rank Table i then
similar technique will be for Table 3.

Table 3 can be summarized as lollows :

Table 4
Music Number of Yes Better than
Ml 4 M3, M4, M5, MG
M2 4 M1, Md. M5, M6
M3 2 M2, M5
M4 2 M3, M5
M5 2 M2 M3
M6 1 M5

An MD of an Industry can apply similar (echnique in
choosing some ileams to produce from a set of iieams.
Solution of the problem in computer sclence :

We will now discuss how computer science deal with
thistype of problem of ranking in general, A sel o solutions
has been proposed in the literalure since arising this
problem. All of them assume that
1. Thereis a natural ranking among the teams participat-f

ing in the loumament,

If team A is better than team B in the patural ranktng
and Bdefeats A tournament then

»\rll ]he considered as unexpecied match [Error match
also).

Any ranking will be considered as the natural ranking
that gives minimum unexpected result.
Here natural ranking is the ahsolute ranking of the
teams and {o find out that each pair is asked 10 play a
match. Our conventional ranking method does notl
guaranticed the absalute ranking, Therefore there is al-
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ways & possibility of having better ranking in terms of
minimal number of unexpected match. Previous ranking
result ean be graphically represented as follows

Graph-1.

Unexpected mateh result

Arc from A to C In the figure means that A defeats C. In
the same way It can be staled that C is defeated by D and
B defeats F. Il we consider thal ABCDEF is the natural
ranking then 6 reverse arc implies that there is 6 unex-
peeted mateh {the result should not be). If the result of
those 6 matches would reverse then we would get the
absolute ranking.

Now cansidered the following graph that represent the
same tournament result.

Graph-2. Unexpecteg match resull

2 will represent the acceptable graph and hence rankingof
the music in table 3 will be M2, M1, M5, M4,

The MD can first rank the items and choose lnp te.-mu
If the MD has to choose three project from 6 project P1, P2,
P3, P4. P5 and PG then he must first develop a table. hke
table 3. through comparative study. itis for
to compare only two project al a time. He will be cnnfusad

projects. Ifhis

result like table 3 then ranking of the project will be P2, P1.
P3, P4, P3and P6 and he must choose P2. F1 and P5. From
the discussion it can also be stataled that cenvensional
Ranking method cannot resist formal game (where two
teams came {o an agreemeni about resull before the
match} or the game where two teams iniensional
paints. Proposed solution minimizing unexpecte
will not only climinate these type of illegal mentality of the
teams but also give some criteria of ranking where lottery
ls a must . If you have any comment or suggeslion

i1 prov wngrankmgpollcy please write or contact me io the
fnl'lnwlng addre:
Tuhin
Shahid Srriti Hall-2414

UET

MST Algorithm can be summerized as follows :
for i= 1 to Tournament Size -1
for)

1to Tcum:um:nt Size do
ork=itoj-1
if swapping O set 1, 1) and fke1 4

give improvement then

swap the set and restart from i-loop.
[This asticte is based on lmu,[y published {February, 1995)
research paper tiled *A New Algorithm for Ranking Playar
of a Round Robin Tournament” in the jeurnal Computers &
Operalions Research (COR), Pargamon press, Great Britain.
Other members of this research were. key person Dr. M.
Kaykobad, Q.N.U Ahmed and Rezwan-AL-Bakhtiar.|

This graph has enly 2 reverse arcs Implying that if B A
E D C F is considered as the absolute ranking and anly 2
unexpected result outeome. Certainly BAEDCF is better
ranking than ABCDEF. Now the problem Is how the 2nd
graph can be developed from the st graph. {f number of
team rises then the graph will be very complicated and a
manual calculation will be of the same degree. Our pro-
posed algorithm (procedure for ranking) In the paper
already published was MST algorithm based on Majority
spanming iree. Before our proposed MST Algorithm, Ar-
and GIK was the most efficient available algorithm in |
the literatures, Statistical result proves that our MSTisthe
best In most cases [above 8076 cases) giving a ranking with
minimum number of unexpected result. More over in 90%
cases our proposcd algorithm is able to improve the
b GlKandA
size. Far further information readers are asked o consult
with the journal, Cumpuu:re« QPS. Res., Pergamonpress,
Vol 22, No. 2. pp. 221-226
Conclusion

I we just invert the match result
(E.F) and {B.C] than the result will
be as in table 5.

Now ranking BAEDCF can easily
be obtained from the table. The
problern is to define to develop a
procedure that will generate suck
strajghtforword result by inversting

Table 5
Team
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minimum malch result. If we draw a graph from table 3

then similar graph like graph 1 results and certainly graph

34 COMPUTER JAGAT FEBRUARY 1995




BUSINESS INFORMATION SYSTEM AND DATABASE APPROACH

We are now in an Informailan age, cne in which the
management of the information resources.ofa corporation will
be: systems
thal use these resources to convert data into infnrmaurm in
order to improve productivity. An cxample of a Dusiness
Information System is relall siore syslem (hal converls sak:

Md. Arif Hasan

1), but these were usually evalutionary changes 1 the pro-
Bramming Structure. As new applicalons were nesded, new
Tiles were developed . The resull was that if a consumer
changed his or her mallling address. the change might be
required on halfa dozen files, where that customer's name was
carried asa record element. Henee, file maintenance beeames

ta into used in the
customer billings, inventory management and calculation ur
prodt and loas. Computes fs an lmpatiant resource {hat
suppart the buslness information system. Historically, co

but diflicull. As files grew larger they generally
‘became less accurate.

On the other hand. the database opproach was developed
4 natural and necessary evolutionary step. Conceplually, it

puter prices were very high and the computer was thé exch
sive domatn of the big company. So, we have relied on people
1o coflect, edit and disseminate information. Bul an excessive
ramber of people have become a resource that many business
cannot afford. Further, there are innumerable business that
are using penute for information processing and do nat yet

But now time
nas chang:d and such is not the case anymore. Computer
prices are coming down. Equally important. new microcom-
puterare becomlng widely available. Based on these miniature
companents. Lhe small business manager has an opportunity
{0 Improve performance onseverat [ronts, He or she can reduce.
dependence on labour to perform routine tasks. Much of the
arducus bookkeeping and record keeping ean be done via

sor i
acceptable for (e tasks of a small but comprehensive, inte-
gﬁlz‘,ﬂ infermation sysiem is the coneept of database lkslgn,
Tounderstand Lhe full impaet

approach, it is probably important ta compare this database
approach with the traditional approach which have been uscd
historically.
DATABASE VS TRADITIONAL APPROACH :

Historically. computer did one task at a time because they
had small menwories and acoess 1o data storage was slow and
cumbersome. Thus, astruclure like Figure ! developed. Small

Application
n

Figure - 2 : Data base flle approach

data storage Hes were developed to support each
For example. the accounts paynble data files supported the
accounts payable application program and so on. Somelimes
applications shared acommon data files (see bold line in figure

Application
2

Figure - 1 : Traditional fiie approach

is as shown In figure 2. All data are stored in a central filling
system called database and all the applications nccess and
modify the various elements In those database using master
sel of logic. This approach became a possibility when larger,
faster microcomputers and quicker random-aceess stora)
system became Lechnologically possible, ‘The database co

became = necessity as the scope of the data processing
activity became larger and more comprehensive, thusinereas-
ing the sizes of the files.

In the database approach, the custaniec’s address, for
example, in stored in one place, Ifthat address ischanged, only
nnrlnput is required o the systent, as all the various fles In

For example, the

mmhanﬂiag items aiso includes the number of vendor wha
supplies that item. The ftem is aulematically linked through
that vendor number 1o a file and an address in that file which
cantains all information aboul the vendor. Using this method,
one can use a minimum amounl of slorage area for maximum
information starage and accessibll Lﬂy
ADVANTAGE OF DATABASE

From {he above comparison. we can find the following
advantages Lo a database approach :

a. Processing time arid the number of programs writlen

are substantially reduced.
All applications share centralized files.
Slorage space duplication |s ellminaled.
. Data are: stored once fi Lhe database and arc castly
accessible when necded.
DRAWBACKS OF DATABASE
The two drawbacks of database approach are the cost of

speclalized personnel and the necd to protect sensllive data

from unauL!mrl:zd access. #

&

ap
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A Focus On Disks-DOS Perspective

K. A. M. Morshed

: {Concluding Parl)

‘The File Allocation Table (FAT)

As | mentioned before, FAT Is used to chain together
a record of where a flle's data is stored. Here is how It
works. The FAT is divided into fields that corresponds
to ach of the assignable clusters on the disk. Thatis. the
FAT contains a field for each of the assignable clusters.
These fleld is either 12 or 16 bitlong. If the (otal number
of clusters exceed hex FFF or deeimal 4087 then the
field length is 16 bit, otherwise it is 12 bit. Whenever we
creale a file, the file entry in the directory contains a
starting cluster number for it. This 15 the cluster where
the file's data appears first in the data area. The
correspending cluster entry en the FAT is then marked
as occupled. This is the entry point into the FAT for the
file. As the file grows, more clusters are allocated to the
file. Whenever the second cluster is allocated, the first
cluster slot on the FAT conlains the number of the
second. Again, when the third is allocated. the second
FAT slot for the file contains the number of the third. IT
we suppose that the file is just three cluster long, the
slot of FAT correspending (o the Lhird cluster allocated
conlains an end of the chain marker.

The above 1s the hex dump of the first 224 bytes of
Lhe FAT of the 80 MB hard drive we are examining. Let
us look at the Nigure closely. The first two entry of the

that the file has occupied 44
the disk.

Before ending our discussion on FAT et us see, what
a FAT entry actually means. Just browse through the
following table. The first character in the value fleld is
enclosed instde a pair efbrackets, This 15 done because
if the FAT is a 16 bil one hen alt the four digil is
significant while ifita 12 bit one then the first character
enclosed Inside the brackets Js simply fsn't there, As
you can see. if FAT entry contain (F)FF7 then may be it
indicates a bad cluster, We lay emphasis on the word
may be bacause, the above is true anly if {FIFF7 is not
anormal entry to the next cluster of the file. So. to be
sure, you have to go through the chains to see whether
it is & normal entry or a bad cluster mark,
The Roat direct

The root directory lfke any directory of any disk
contains Informatienrelated tofiles, The only difference
is. this Is the default directory. and technically ultimate
parent of all the sub-direclories. Not only that, root
directory requires special attention also because it has
a specific length which s determined on the basis of
disk type. You see, as the disk has 2 FATs and each
occupied 170 sectors and there on bool sector, the root
directory starts at 342nd sectar or al sector number

kilobytes of space on

FAT is dummy. The first entry, that is FFF8 is simply a
version of the original media deseriptor F8. Normally,
the second entry almos! always contains FFFF, From | | (01000 Elustar svalabiy
the third entry the actual table starts. See, the third {FIFFO -(FIFF6 Reserved cluster
entry contains 0003, the number of the feurth cluster,
and the fourth entry contains 0004, the number of the | | FIFF? Bad cluster, if not uscd
fifth cluster and so on. That is, the file which has ==
. FIFFE - (FIFFF Last cluster of the
occupied the third cluster is also spread through fourth "
and fifth cluster. Actually, the end of chain markatthe | | Other Mext cluster in the chain
22nd entry tells us that the fileis ended al 22nd cluster,
Given the eluster size, here it Is 2048 Byte, we can say Figure 4 M * eaning of FAT entryj
8 BIT hex dump of the first 224 Bytes of a 80 MB disk.
0200 F8 FF FF FF 03 00 04 DOO5 0O O 0O O7 00 08 00
0210 09 60 OA 00 OB 0D OC 000D 00 OE 00 OF 00 10 00
0220 11 @0 12 00 13 00 14 0015 @0 FFF 17 00 18 00
0230 18 00 1A 00 B 00 1C 001D 00 1E 00 IF 00 20 00
0240 21 00 22 00 23 0D 24 0025 OO0 26 0D 27 00 28 O
0250 FF FF  2A 00 2B 0D 2C 002D €O 28 00 2F 00 30 0D
0260 31 00 32 00 33 00 34 003 OD 38 00 37 00 38 0D
0270 39 00 3A 00 3B 00 3C 008D 00 B4 00 FF FF 40 00
0280 41 00 FF FF 43 00 44 0045 00 FF FF 47 00 48 0D
0280 0A BF 4A 00 FF FF 4C ODFF FF 4E 00 FF FF 50 00
Q240 FF FF 52 ©0 FF FF 54 OOFF FF 56 00 FF TFF 58 0D
0280 FF FF 54 00 FF FF 5C ODFF FF FF FF FF FF FF FF
o2c0 FF FF B84 00 FF FF FF FF7C 00 FF FF FF FF FF FF
0200 FF_FF__FF FF_FF _FF _FF_FF-FF_FF_FF__FF_FF_FF_TF
16 BIT equivalent of the above FAT
FFF8 FFFF 0003 0004 0005 0006 0007 0008 0008  000A OOCB  000C
CODF 0010 0011 0012 0013 COl4 DOIS FFAF 9917  0DI8 0019  OOIA
001D O0IE  ODIF 0020 0621 ©022 0023 0028 0025 OD26 D027 0028
0028 002 002D O02E QO2F 0030 0031 0032 0033 003¢ 0035 0036
0039 ©003A 0038 003C 003D OOBA FFFF 0040 0041 FFFF 0043 0044
0047 0048 BFOA CO4A FFFF 004C FFFF OD4E FFFF 0050 FFFF 0052
FFFF 0058 FFFF 0058 FFFF 0OSA FFFF D0SC  FFFF FFFF  FFFF FFFF
FFFF__FFFF_ 007C__ FFFF__ FFFT_FFFF_FFFF_FFFF_ FEFF_ FFFF  FFFF_ FFFP

3 FAT entry of the disk
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341. From our discussion on BIOS parameter block, we
have learned that the hard disk we are examining Is
capable of storing information related to 512 files, i
takes 32 Byles of space 1o store a single file's informa-
tion. Se, It takes 16 Kilo Bytes of space fo store the entire
root directory. The following figure depicts the rool
directory of the disk we are examining so far.

. File name {8 Bytes): The firsi eight bytes of a root
directory entry contains the name of the file.
Extensien (3 Bytes): These bytes of a rot directory
entry contains the file name extension. Since, the
disk Is 2 bootable one, the first flle is 10.5YS.
Attribute {1 Bytel: This byte conlains the file's al-
tribuie. See text for details.

Reserved [10 Byles): This space is reserved for future
use,

‘Time stamp (2 Bytes): This word contains the time
when the filewas created orlast updated, See text for
detail.

Date stamp (2 Bytes): This word contains the dale
when the filewas created or last updated. See text for
details.

Starting cluster (2 Bytes): This word stores
the slarting cluster number of the flle. This is
the number of cluster where the file's data
first appears.

File size (4 Bytesk: This double word contains a
integer representing the Ble's actual size in bytes
The deletion marking: The first character of a file
entry contains ES only if it was deleted. However all
the other information remains intact unless the file
is overwritien to accommodate new files.
Sub-directory attribute: The attribute of hex 10 ar
decimal 16 indicates that the corresponding entry is
a sub-directory.

NWormal archive file! The attribuie of hex 20 or
decimal 32 indicates normal file with archive BIT on.

[E-

P e ik

*

ol

* o

»

w

As you can see, il we delete a file the first character
of the name ficld becomes ASCII ES Hex. Bul il we want

to start & file name with E5 then the reot directory will
contain 05 instead. The attribute Byte of a file entry is
mapped using the coding presented in the table.

2 i i
0 Read-only 4 Directory
1 Hidden 5 Archive

2 System ] Reserved
3 Volume label 7 Reserved

‘The Attribute byte of the first file that is 10.SYS ishex
27 or Binary 00100L1). That is, the file attribute is
read-only, Hidden, System and Archive. The date and
time fields of the file entry Is coded using the following
coding technique.

Coding Scheme for Date and Time
. —

i 4 Al i
BITs | Content BITs | Content
0-4 Day of the 0-4 Seeon
monih (1-31) (2sec. increment]
58 Month {1-12) | §-10 | Minutes {0-59]
9-15 | Year (Relative | 11-15| Hours (0-23)
to 1980}

The Dateand Time stamp or 10.5YS file is 1A4C and
8060 respectively. The Binary equivalent of the Date
stamp is 00013101001001100. If we divide this binary
stamp into parts. then it becomes 01100 for day, 0010

Root directory

0000 49 4F 20 20 20 20 20 20, 53 59 53 27, 00 00 00 00 10 SVSL..
0010 00 0D 00 D00 GO0 OO, 00 30, 4C 1A, 02 00, 16 OB 00 00, ... 0L

6020 4D 53 44 4F 53 20 20 20 53 59 53 27 00 00 OD 00 MSDOS SYS..
0030 00 0O G0 00 0O 00 00 30 4C 1A 16 00 FA 84 0D 00 ...OL...
0040 B5,48 4B 4C 49 53 54 20 43 50 53 20 00 00 0D 00 HELISTCPS
0050 00 00 00 0O 00 00 3L 64 33 IB 65 00 36 00 00 00

0050 43 50 41 56 20 20 20 20 20 20 20 10, 08 00 00 60 CPAV

0070 OO 00 00 0O 00 00 E4 AB 95 1A OF 00 00 00 00 00 ...

0080 54 4F 44 41 69 20 20 20 45 58 45 20, 00 00 00 00 TODAY EXE..
0030 00 00 00 00 00 00 00 60 50 OE CO A7 SC 04 00 00 _._.V..

5 Hex dump of Root deectory

Now let us explore the rool directory entries in a bit
detall. The first Byte of each root dircctory entry can
have one of the lollowing values,

) Directory entry has never been used

05 First character is actuaily E5

2E Entryis an alias for current directory:
if followed by another 2E thenitis the
alias for parent directory

ES File has been erased

for month and 0001100 for the year. Converling them
back to decimal we get 12 for month, 2 for day and 13
for year. Remember the year figure is relative to 1980,
That is the actual year becomes 1980+13=1993. Thus
the date stamp becomes 12-2-93.

Likewise il we convert the (ime stamp inlo Binary
then we get 0011000000000000. Dividing the number
inte paris we get 00110 for hour. 000000 for minutes
and 000000 for seconds. That s the time becomes
6:00:00.

With this we like to finish this article. Tlope, the
above discussion will inspire you to learn more
aboul disks. After all, that was the only intention of
this article.
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